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Introduction
• Mixup approaches have been widely applied to

improve the generalization ability of DNNs.

• Recently, offline mixup has been gradually repl-

aced by automatic mixup, e.g. AutoMix.

• AutoMix aims to obtain, instead of diverse mixed

samples, consistent samples w.r.t training data,

which may lead to DNNs overfitting.

• We propose AdAutoMix, an adversarial automatic

mixup augmentation model that aims to generate

challenging samples to train a robust classifier for

image classification. Extensive experiments prove

that our method outperforms the SOTA in various

classification scenarios.
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Experiments
• Image classification experiments compared with oth-

er mixup approaches on generic datasets (Tab 1) and

fine-grained (Tab 2) datasets.

AdAutoMix
1.Generator: We get 𝑧𝑛

𝑙 ∈ 𝑅𝑐×ℎ×𝑤 from an encoder, 

and obtain embedding λ map 𝑧𝜆
𝑙 = 𝐶 𝑀𝜆, 𝑧𝑛

𝑙 ∈

𝑅𝑐+1×ℎ×𝑤, then obtain mixed samples by MB:

𝑃𝑛 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥
𝛴𝑖=1,𝑖≠𝑛
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Table 1. Top-1 accuracy (%)↑ of mixup approaches on CIFAR-100, Tiny-ImageNet

and ImageNet-1K with CNN architecture and Transformer architecture.

Table 2. Top-1 accuracy (%)↑ of mixup approaches

on CUB-200, FGVC-Aircrafts and Standford-Cars.

Table 3. Top-1 accuracy (%)↑

with clean and corruption test

dataset and FGSM error (%)↓.
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Figure 3. Robustness against image occ-

lusion with different occlusion ratios.

• Robustness.

Figure 1. Mixed images of various mixup-based approaches.

Figure 2. Illustration of AdAutoMix framework. AdAutoMix consists of a

Generator module and a Target module.

2.Adversarial Augmentation: We get a robust classifier by:

𝑊,𝜃 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑤
𝑚𝑎𝑥
𝜃

𝐿𝑎𝑚𝑐𝑒 𝜓𝑤, 𝑌 + 𝛼𝐿𝑚𝑐𝑒(𝜓𝑤, 𝑦𝑚𝑖𝑥)
+(1 − 𝛼)𝐿𝑎𝑐𝑒(𝜓𝑤, 𝑌)

(3)

For adversarial training:

𝑊,𝜃 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑤
𝑚𝑎𝑥
𝜃

𝐿𝑎𝑚𝑐𝑒 𝜓𝑤, 𝑌 + 𝛼𝐿𝑚𝑐𝑒 𝜓𝑤, 𝑦𝑚𝑖𝑥 +

1 − 𝛼 𝐿𝑎𝑐𝑒 𝜓𝑤, 𝑌 − 𝛽𝐿𝑎𝑚𝑐𝑒 𝜓ෝ𝑤, 𝑌 +

1 − 𝛽 𝐿𝑐𝑜𝑠𝑖𝑛𝑒

(4)
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