
SUMix: Mixup with Semantic and 

Uncertain Information 

• Introduction

• Mixup data augmentation approaches have been applied forvarious tasks

of deep learning to improve the generalization ability of DNNs.

• Some approaches CutMix, SaliencyMix, FMix etc. randomly replace a

patch in one image with patches from another to generate the mixed

image, but those approaches will caused a problem “Label MisMatch”.

Shown in Fig 1.

• We proposed SUMix, a novel approach to learn the mixing ratio 𝜆, as well

as the uncertainty for the mixed samples duringthe training process.

Extensive experiments on five image classification datasets verify that our

proposed SUMix can remarkably improve performances of existing mixup

augmentations (some shown in Fig 3) in a plug-and-play manner while

achieving better robustness.

So our main contributions are as follows:

a) We propose a learnable metric to compute the mixed ratio by similarity

between the mixed samples and the original samples.

b) We further consider the uncertainty and semantic information of the mixed

samples and recalculate a reasonable feature vector, providing an additional

regularization loss for model training.

c) Our SUMix helps mainstream Cutting-based mixup methods to improve

classification tasks without spending too excessive extra time overhead.
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• Experiments• SUMix

• Image Classification

Tab 1. Top-1 accuracy(%)↑ of mixup methods on CIFAR-100, Tiny-ImageNet and ImageNet-1K. * 

denotes mixup methods with SUMix.

Tab 2. Top-1 accuracy(%)↑ of mixup methods on 

CUB2-00 and FGVC-Aircrafts.

Tab 3. Top-1 accuracy(%)↑ of mixup methods 

on CIFAR100 based on ViTs.

Tab 4. Top-1 acc(%)↑ and FGSM error(%)↓ of 

ResNet18 without and with SUMix.

Tab 5. Top-1 accuracy(%)↑ of saliency-

based mixup methods on CIFAR100.

• Occlusion Robustness

Fig 4. The top of the figure shows a visualization of the sample at 0% to 100% occlusion ratio. The

lower four subfigures show the classification accuracy comparesion of CutMix, FMix, SaliencyMix,

ResizeMix with SUMix on ImageNet-1K using ResNet18 for 100 epochs of training.
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Fig 1. The figure shows hand-crafted mixup methods with “Label MisMatch” problem.

Fig 2. The figure shows different cases of raw samples that underwent the CutMix with

a mixing ratio of 0.5 to obtain mixed samples, and right term shows the redefined mixing

raitio ሚ𝜆.

1. Uncertainty Classifier
SUMix combines two losses as the final loss function: vanilla mixup cross

entropy (ℒ𝑀𝐶𝐸) and a regularized loss:
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2. Mix ratio Learning
We got a triple feature pairs ( ǁ𝑧, 𝑧𝑎, 𝑧𝑏) from raw samples and mixed sample

by the encoder. and normalized to modify their similarity as the fixed mixing

ratio ሚ𝜆:

ሚ𝜆𝑎 =
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,

where 𝜎 ⋅ denotes softmax function, ⅇ denotes exp and ⋅ 2 denotes l2

norm.

3. Uncertainty Estimation
SUMix uses a MLP to caputer sample uncertain information, combine the

semantic information to reformulated adaptive feature vectory:

𝑍𝑠𝑢 = 𝑒− 𝛽+ 𝜎 ෤𝑧−𝑍 2 , 𝛽 = ෤𝑢 + 𝑢,

where 𝑢 = 𝜎 𝑀𝐿𝑃 𝑧
2
. When there is significant uncertainty or semantic

information has a large difference, 𝑍𝑠𝑢 receives a small gradient.

Fig 3. Left: Classification results of Vanilla mixups and with SUMix; Right: Comparison of

Vanilla method,CutMix, and SUMix for CAM visualization.

Fig 4. The pipeline of SUMix.

Notes: If you'd like to know more about mixup methods, see our new work “A Survey on Mixup Augmentations and Beyond”
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